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# 1. Обща характеристика на дисертационния труд

## Актуалност на изследвания проблем

Всекидневно огромен брой мнения се публикуват в интернет и социалните мрежи, които са на различни езици и от различни местоположения. Извличането на информацията от тях е много важно за бизнеса. Очевидно е, че това не може да стане ефективно от хора, което прави задачата за автоматизирането на този процес изключително важна. Съществуващите подходи все още не са много ефективни, особено когато става дума за ирония и сарказъм, което показва необходимостта от разработването на нови методи за решаването на тази задача.

За да разрешим проблемите в извличането на мнения от текст, трябва да дадем подходяща дефиниция на мнение. За нуждите на дисертацията ще използваме следното определение на мнение - това е израз, който се състои от два ключови компонента - тема и чувство на мнението.

Да разгледаме примерното мнение “Обичам тази компания!”.

„Компанията“ е темата на мнението, а чувството, което е изразено, е “обичам”, което е положително.

В настоящата разработка разглеждаме проблемите за извличане на мнения от текст (opinion mining) и извличане на чувства от текст (sentiment analysis).

В научната литература по този въпрос двата термина обикновено се използват взаимозаменяемо. Съгласно (Peter Turney 2002) извличането на мнения от текст се стреми да определи отношението на автора на мнение към дадена тема или общото отношение или емоция, изразена в мнението.

Поради нарастващата нужда от използване на извличане на мнения от текст за практическите приложения, налице е значително нарастване на изследванията в тези две области в академичните среди, както и в приложенията им в индустрията. Към настоящия момент има поне двадесет компании, които предлагат услуги за извличане на мнения.

България е една от страните, в които се разработват продукти, които автоматично оценяват извличането на мнения от текст, и редица изследователи имат постижения в областта.

Aнализът на мненията на потребители за специфични теми може да бъде водещ индикатор за предсказване на резултатите от избори, маркетингови кампании, пускане на продукт на пазара.

Причината за големия интерес на компаниите към извличането на мнения от текст е, че то може да им помогне да намерят отговори на въпроси като:

* Kакво мислят потребителите за моята марка?
* Как потребителите приемат маркетинговите кампании относно продукт?
* Има ли начин да предвидим дали определена кампания (примерно реклама) ще е успешна или не, и така да преценим дали да инвестираме в маркетинг?
* Защо потребителите не купуват нашия продукт?

## Цели на дисертацията

Целите на настоящата дисертация са:

* Обзор на съществуващите методи в областта на извличането на мнения и на изградените приложения до момента. Фокусиране върху проблемите в извличането на истинското мнение от текстове с обратно и двойно значение в текстове. Предлагане на възможни подобрения.
* Изследване на особеностите на мненията от текстове от социалните мрежи и предлагане на алгоритъм за подобрението на съществуващи речници за определяне на отношение към темата за конкретна предметна област.
* Разработване на нови начини за засичане на невярна информация, сарказъм ирония, хипербола, литота и преувеличения в текстове. Проверка на предсказващата точност на разработените алгоритми с мнения от социалните мрежи.
* Изграждане на приложение за извличането на мнения от текст, което да помогне на потребители за определяне на чувствата в текста.

Стремежът е алгоритмите, които ще бъдат разработени в дисертацията, да са, доколкото е възможно, езикови и тематично независими. За подобряване на точността на предсказване е необходимо да се знаят предварително езикът и темата.

##  Структура

Дисертацията е с обем от 102 страници и е разделена на 7 глави. Приложени са 19 таблици и 26 илюстрации (фигури). Цитирани са 85 източника.

Дисертацията е организирана по следния начин:

* В глава 2. се разглеждат проблемите в извличането на текст. Описват се различните решения до момента и се обосновава защо е избрана предметната област за автоматично засичане на ирония, сарказъм, хипербола и неверни твърдения в текст.
* В глава 3. се описани разработените обобщени методи за автоматично откриване на текстове от социалните мрежи с двузначно значение. Планират се експерименти за оценка на емпирични правила, за избор на разделящи характеристики и за оценка на алгоритми за учене на класификатори. Разглеждан е и случаят за откриване на ирония, сарказъм и сатира върху текстове на български език.
* В глава 4. се разглеждат разработените методи за определяне на невярна информация и преувеличение в текст. Представят се проведени експерименти с данни от социалните мрежи, които показват по-добри резултати от съществуващите методи.
* В глава 5. е представен подход за класификация на мнения от текстове на български език, основан на правила за автоматично засичане на слухове от текстове от социалните мрежи на български език и алгоритъм за подобряване на списъка от думи от предметна област.
* В глава 6. е представена система за извличане на потребителските текстове от социални мрежи и са извлечени различни статистики, за да се покаже ползата за потребителя на приложението. Предлага се търсене по ключова дума и се определя чувството в текста по скалата (-5;+5).
* Глава 7. е заключение, обобщава постигнатите резултати и предлага препоръки за бъдещи изследвания по темата. Разглежда се библиография и е представена декларация за оригиналност.

# Обзор на задачите и подходите за извличане на мнения от текст

Мотивацията за разглеждането на проблемите в извличане на мнения от текст е да се демонстрира защо задачата е толкова трудна, какви са актуалните тенденции към момента на писане на дисертацията и защо е избрана точно предметната област, разгледана в следващите глави.

Съгласно (Richard Pang 2010) има четири фактора, които ни спират в момента да разчитаме сляпо на автоматичните методи за извличане на чувства от текст:

* Контекст - положително и отрицателно чувство може да имат противоположна анотация в зависимост от контекста (например “Интернет доставчикът ми е най-добрият щом става въпрос да ми вземе парите.”)
* Двусмислие на изреченията: Изречения с положителна или отрицателна дума, които не е задължително да изразяват някакво чувство. Например: “Може ли да препоръчаш някоя добра книга по темата?”. Това изречение не показва никакво чувство, въпреки че използва положителната дума “добра”.

Друг пример е: “Пътуваме много време и не се вижда краят”. Отново няма отрицателни думи, въпреки че отношението е явно отрицателно.

* Сарказъм, ирония, хипербола, лъжливи изказвания (разгледани са по-подробно в следващите глави). Общото е, че дума, която носи положително значение, може всъщност да носи отрицателно, и обратното, ако се използва някоя от изброените по-горе литературни форми. Примерно: “Много съм щастлив, че противниците ни ни победиха.”
* Използван език - думите могат да променят значението си и чувството в тях в зависимост от използвания език. Това се вижда в жаргоните, диалектите и вариациите на езика. Например: “Направихме луд купон снощи” и “Ти си напълно луд!”, думата “луд” има положително и отрицателно отношение в зависимост от жаргона и контекста.

Да разгледаме проблемите при автоматичното извличане на мнения от текст.

## Обработка на естествен език

Една от най-големите трудности в извличането на мнения от текст е при обработката на естествен език. Да разгледаме следното мнение:

Регистрирах се за пробна версия на продукта. Засега го обожавам. Отчетите са невероятни. Блогът им е информативен. Обаче колегите ми мислят, че продуктът е много скъп.

Можем да разбием мнението на изречения:

 (1) Регистрирах се за пробната версия на продукта.

(2) Засега го обожавам.

(3) Отчетите са невероятни.

(4) Блогът му е информативен.

(5) Обаче колегите ми мислят, че продуктът е много скъп.

Въпреки че мнението като цяло е положително, има всякакви чувства в текста - положително, отрицателно и неопределено:

(1) е неутрално, тъй като няма никакво чувство в текста.

(2) изразява положително мнение за продукта като цяло.

(3) изразява положително отношение към отчетите на продукта.

(4) изразява положително отношение към блога на продукта.

(5) изразява отрицателно отношение към цената на продукта.

От този пример можем да достигнем до следните изводи:

Зад всяко съдържание има лице, което ние ще наричаме носител на мнението. Може да имаме и повече от едно лице, което е носител на мнението. В изреченията (1)-(4) носителят на мнението е авторът на мнението, а в (5) – неговите колеги. За разлика от (1), (2)-(5) не могат да бъдат взети извън контекста, тъй като нямат много смисъл сами по себе си. Да вземем за пример (3) – можем да видим, че мнението е около един аспект от продукта - отчетите. Ако мнението е по-пълно, може да се разгледат и различни характеристики на този аспект (отчетите) - може да се разгледа и достоверността им, пълнотата им, дизайнът, представяне и т.н. Следователно темите могат да бъдат разбити на различни аспекти.

Освен това мненията могат да се променят с времето в зависимост от различни фактори, които могат да бъдат субективни (промяна на настроението на потребителя) и обективни (промяна на цената на продукта). Затова е много важно да се включи като размерност и времето в изследването на чувства от текст. Сега имаме пет фактора, които да разглеждаме в извличането на чувства от текст:

* Темата - какви са основните идеи на дискусията;
* Аспектите (подтемите и атрибутите): какво относно тези теми е тема на изречението;
* Чувства - какво е чувството на съдържанието и на мненията, което се съдържа;
* Носител - кой е авторът на мнението. Има ли повече от един автор и ако се различават по какво?
* Време - кога е публикувано съдържанието?

Изследването на тези 5 фактора прави извличането на чувства от текст изключително трудно.

В общият случай мненията могат да бъдат изразени върху всякаква цел - например продукт, услуга, личност, организация или събитие. Използваме този израз да определим целевата група, която е коментирана. Обектът може да има множество от компоненти (или части) и множество от атрибути, които ще дефинираме като черти на обекта. Например, определена марка телефони е обект. Има компоненти (например: батерия и екран) и множество от атрибути (например: качество на звука и големина), които са свойства на обекта. Мнението може да бъде изразено за всяка черта на обекта, както и за самия обект (например: “Харесвам IPhone. Има страхотен дисплей.“). Първото изречение изказва мнение за обекта, а второто – за свойство на обекта. Носител на мнението ще наричаме човека или организацията, която изразява мнението. В случай на мнения за продукти, обикновено носителят на мнението е авторът на мнението. В новинарски статии например носителят на мнението често е някой друг и трябва да бъде разпознат. Например: “Президентът Обама каза, че ще направи здравна реформа.”

Мнението за характеристика *f* или обект *о* е положително или отрицателно мнение или оценка на *f* или *o* от носител на мнение. Положително и отрицателното са ориентация на мнението. На основата на тези понятия ще дефинираме модел на обект и модел на текст, в който се съдържа мнение. Това общо се определя като извличане на мнения от текст на основата на свойства.

Обект определяме като крайно множества от свойства, което включва и самият обект като специално свойство. Всяко свойство може да бъде описано с крайно множество от думи или фрази, които са синоними на свойството. Документ, който съдържа мнения се дефинира като документ *d*, съдържащ мнения относно множество от обекти), като мненията са от множество от носители на мнения. Мненията за всеки обект са изразени като подмножество на характеристиките на подмножество *Fj* на черти. Мнението може да бъде един от двата типа:

* Директно мнение: Дефинираме като петорка (обект, характеристика на обекта, ориентация на мнението на обекта, носителя на обекта, време, когато е изразено мнението).

Ориентацията на мнението за обекта може да бъде отрицателно, неутрално и положително.

* Сравнително мнение - изразява връзка или предпочитание на два или повече обекта на основата на някои от общите им черти.

Например: “Моят телефон е по-добър от твоя. Камерата е с по-високо качество и звукът се чува по-добре. ”

В (Murthy Ganapathibhotla, Bing Liu 2011) се разглеждат по-детайлно проблемите за извличане на мнение на текст от сравнителни мнения, като се разглеждат алгоритми за извличане на сравнителни думи и правила за определянето им. Сравнителните думи биват класифицирани на два основни типа (увеличаващи значението - например повече, по-дълго, и намаляващи - по-малко, по-късо). Прави се подробна характеристика на сравнителните прилагателни в английския език и се прави втора класификация на контекстно зависими и контекстно независими.

 (Hu and Liu 2009), ( Liu et al 2005), (Popescu 2011) разглеждат извличане на мнения от текст от сравнителни изречения на основата на езикови правила.

## Извличане на мнения от текст и социалните мрежи

Извличане на мнения от текстове от социалната мрежа Twitter се оказва по-трудна задача в сравнение с тази при обикновените документи. Това отчасти се дължи на малката дължина на туитовете, честото използване на неформални и неправилни думи, и бързата еволюция на езика в Twitter.

Голяма част от разработките в анализа на настроение в Twitter са основани на избор на подходящи характеристики. (Go, A., Bhayani, R., Huang, L. 2009) разглеждат възможности за усилване на различни характеристики на *n*-грами с POS (Part of Speech) тагове в обучението на смесени класификатори включително Наивен Бейсов (NB), Максимална ентропия (MaxEnt) и Support Vector Machines (SVMs). Те откриват, че MaxEnt класификатор, обучен от комбинация от униграми и биграми, превъзхожда останалите модели, обучени от комбинация от POS тагове и униграми, с почти 3%.

# Обобщен алгоритъм за автоматично засичане на текстове с двойно значение

## Увод

Автоматичното откриване на двойно значение представлява голямо предизвикателство в областта на извличането на мнения от текст, като стандартните алгоритми не допринасят за очакваните резултати. В тази дисертация се представя един подход за автоматично откриване на двойно значение. Извличането на мненията от текстове от социалните мрежи става много широко разпространенo в анализа на чувства от текст. Повечето от тези мрежи предоставят публични API-та, които позволяват потоци от мнения по тема да бъдат обработвани в реално време и непрекъснато анализирани за извличане на общественото мнение по определена тема (Albert Bifet and Eibe Frank 2005).

За целите на дисертацията ще дефинираме двойно значение като множеството от следните термини – ирония, сарказъм и сатира.

В частта от тази дисертация няма да правим разлика между ирония, сарказъм и сатира. Причината за това е, че обикновено потребителите в социалните мрежи не правят ясна разлика между трите вида двойно значение. Провеждаме експеримент, за да проверим и потвърдим тази хипотеза. В настоящата глава ще предложим нов метод за определяне на двойно значение в текстове.

Следва кратко обобщено описание на метода:

Предлагаме девет правила, създадени от автора на дисертацията.

Определяме шест характеристики и оценяване точността на предсказването на всяка от тях.

Освен това сравняваме достоверността на три различни класификатора - Naive Bayes, K-Nearest Neighbours и Support Vector Machine. Също така изучаваме точността на предсказване на всички думи и биграми. Проверяваме предсказващата точност на алгоритмите, описани по-горе, върху мнения от социалните мрежи Facebook, Twitter и Google+. Тези мнения са били извлечени чрез HTTP заявки, използващи един от хештаговете #sarcasm, #irony или #satire, като подбираме 3000 мнения за всяка от заявките.

Разработките, представени в настоящата глава от дисертацията, са:

* Създаване на евристични правила за двойно значение за откриване и предоставяне на образци за лесна модификация, лесна проверка и лесна замяна на правилата.
* Създавана на корпус от мненията с двойно значение.
* Предложение на набор от характеристики, за предсказване на двойно значение. Провеждане на експеримент върху корпус от мнения от социалните мрежи за оценка на точността на предсказване на тези характеристики.
* Провеждане на експерименти с подходи на машинното самоообучение за автоматично определяне на двойно значение в текстовете от социалните мрежи.
* Осигуряване на експериментални доказателства, че потребителите в социалните мрежи не правят разлика между ирония, сарказъм и сатира.
* Експериментална проверка на точността на думи и биграми за определяне на двойно значение.
* Създаване и проверка на предсказващата точност на алгоритъм за ирония върху български текстове.

## Използване на евристични правила

Използваме девет евристични правила, за да открием дали мнението е наистина сатирично, иронично или саркастично. Проверяваме дали конкретни предположения за него могат да бъдат успешни при определяне дали то наистина може да се определи като ирония, сатира или сарказъм. Таблицата по-долу показва подробно обяснение на тези правила. Използването на двойно значение (съдържащо един от хештаговете #irony, #sarcasm и #satire) се среща рядко при други мнения и когато нямаме някакви специални познания по представената тема, задачата става невъзможна да се разреши. Деветте правила са избрани от група от 20 правила, основани на най-добрата точност по отношение на тест набор от 200 произволни мнения. Използваме четири основни критерии, за да се опише правило. Описание на правилата следва в таблицата по-долу:

|  |  |
| --- | --- |
| **Описание** | **Шаблон** |
| 1. Съдържа поне три позитивни или поне три отрицателни думи (само позитивни ИЛИ само отрицателни, а не комбинация от двете) | [+дума] И [+дума] И [+дума]ИЛИ [-дума] И[-дума] И [-дума] |
| 2. Съдържа положителна и отрицателна дума | [+дума] И [-дума] |
| 3. Автоматично засичане на двойно значение в текст чрез използване на думи с противоположно значение от списък. | [дума1] and [дума2] |
| 4. Съдържа положителна дума и отрицателна емоция. | [+дума] and [-емоция] |
| 5 Разликата между често срещаните и рядко срещаните думи от списък | Чести думи - редки думи |

Таблица 1 Правила, зависими от езика, за определяне на двойно значение в текст

|  |  |
| --- | --- |
| **Описание** | **Шаблон** |
| 6. Съдържа поне два от следните символа: [!], [?] или[...] | ([!] or[?] or […]) AND ([!] or [?] or […]) |
| 7. Използване на три последователни прилагателни | прилагателно и прилагателно и прилагателно |
| 8. Използване на дума в главни букви | [ДУМА] |
| 9. Съдържа “” или ‘’ | [‘’] OR [“”] |

Таблица 2 Използване на правила, независими от езика за откриване на двойно значение в текстове

##  Проектиране на специални характеристики

Използваме пет допълнителни характеристики, насочени към подобряване на точността на подхода, основан на правила. (Francesco Barbieri and Horacio Saggion, 2014) също използват характеристики за извличане на чувство от текст. Използваме части от техните характеристики, заедно с авторски изследвания по темата.

Следва едно по-обстойно описание и обяснение защо тези характеристики са били избрани:

1. Разликата между думи, съдържащи положителни настроения и отрицателни настроения, е показателно за двойно значение (Veale, T., and Hao, Y. 2010b) и от изследванията, направени от автора на тази дисертация. Изследваме броя на положителните и отрицателните думи. Те са избрани от списъците <http://www.enchantedlearning.com/wordlist/opposites.shtml> и са специфични за езика, на който се прави изследването.
Формално описана формулата е следната:
2. Броят на препинателни знаци, емотикони и връзки е важен, защото, както е показано в (Vanin,A.; de Freitas L.; Viera R.; Bochernistan M.2014 ), средният брой емотикони в иронични туитове е по-висок, отколкото в такива, които не са иронични. В допълнение, повече от един препинателен знак може да означава двойно значение, което е и целта на тази глава. Мнения с хиперлинкове обикновено изразяват мнението на автора за хиперлинка, което често може да бъде иронично, сатирично или саркастично. От 100 случайно избрани мнения за социалните мрежи, които са иронични, сатирични или саркастични, 65 съдържат хиперлинкове. Това може да се дължи на естеството на становищата на социалните мрежи, където се споделят много хиперлинкове.
Формулата, която го описва, е следната:
3. Броят прилагателни обикновено показва специална връзка към темата и по-често, отколкото не, изразява мнение, а не просто посочва факти. Дължината на мнението е важно, защото, както е показано в (Davidov, D.; Tsur, O.; and Rappoport, A. 2010), колкото по-дълго е мнението, толкова по-вероятно е то да е иронично или саркастично.
Използваме следната формула: сумата от дължината на мнението + брой прилагателни, умножено по 10.
Формално описана:
4. Определяме функцията интензитет, която се използва в (Dipankar D. and Sivaji B. 2012). Дефинираме интензитет като: интензитета на наречия и прилагателни и се изчислява резултатът на интензитета като сбор от интензитета както на наречията, така и на прилагателни.
5. Разликата между общи и редки думи измерва колко уникално мнението е в сравнение с другите. Дефинираме общи думи като един от най-често срещаните 2000 думи, които вземаме от: http://www.talkenglish.com/Vocabulary/Top-2000-Vocabulary.aspx. Другите думи се считат редки. Разликата се изчислява като разлика между общите думи и редките думите на разделени на всички думи в изречението.)

|  |  |
| --- | --- |
| **Номер** | **Описание на характеристиката** |
| 1. | Брой думи, съдържащи положително и отрицателно чувство в текста.  |
| 2. | Брой емоции, пунктуационни знаци и хиперлинкове |
| 3. | Брой на прилагателните |
| 4. | Интензитет  |
| 5. | Честота (разлика между общи и редки думи).  |

Таблица 3 Описание на характеристиките на мненията

Предсказващата точност на характеристиките е описана в частта експерименти по-долу.

## Експерименти за проверка на предсказващата точност

В настоящата част от главата правим проверка на предсказващата точност за двойно значение върху 3000 становища от Twitter и Facebook, съдържащи един от хештаговете #sarcasm, #satire или #irony. 80% от мненията са от Twitter и 20% от Facebook.

|  |  |  |  |
| --- | --- | --- | --- |
| **Правило #** | **Ирония** | **Сарказъм** | **Сатира** |
| 1 | 78% | 73% | 76% |
| 2 | 71% | 69% | 75% |
| 3 | 80% | 77% | 81% |
| 4 | 64% | 66% | 65% |
| 5 | 84% | 80% | 83% |
| 6 | 63% | 67% | 65% |
| 7 | 58% | 59% | 62% |
| 8 | 59% | 55% | 55% |
| 9 | 61% | 60% | 58% |
| 1-9 средно | 77.25% | 75.75% | 77.5% |

Таблица 4 Точност на правилата за определяне на двойно значение

Резултатите по-горе показват защо задачата на автоматично откриване на двойно значение в текстовете е толкова трудна. Без да се знаят много специфични детайли, обикновено е невъзможно да се създадат точни правила, когато няма конкретна информация за темата и авторите на мненията.

От резултатите в последния ред на горната таблица можем да заключим, че няма разлика между ирония, сатира и сарказъм в текстове от социалните мрежи, тъй като различията в точността са малки.

В долната таблица показваме точността на предсказване на предложените характеристики по отношение прогнозиране на двойно значение във всяка характеристика, описана по-горе.

|  |  |
| --- | --- |
| **Характеристика** | **Точност** |
| 1 | 74% |
| 2 | 70% |
| 3 | 63% |
| 4 | 59% |
| 5 | 67% |

Таблица 5 Точността на предсказване на характеристиките.

Точността при определяне на двойно значение на всяко от правилата по-горе показва, че чрез използването на думи самостоятелно е трудно да се постигне висока точност.

Сравняваме с подхода, базиран на правила, и алгоритъма на използване на характеристики с други подходи. Обучаваме и проверяваме предсказващата точност на три различни класификатори - Наивен Бейсов класификатор, K-най-близки съседи и Support VectorMachine. Избираме 4000 мнения от Facebook и Twitter проверяваме каква е прецизността на всеки класификатор, както е описано в частта Експерименти по-долу.

От тези мнения 2,000 съдържат тагове #irony , #satire или #irony, а други 2000 са избрани на случаен принцип от социалните мрежи.

В долната таблица изследваме предсказващата точност на характеристиките. Изследваме всички комбинации от две характеристики, тъй като, ако използваме три или повече характеристики, имаме твърде малко мнения, които да съответстват на тях, за да имаме смислена статистика.

|  |  |
| --- | --- |
| **Характеристики** | **Точност** |
| 1-2 | 82% |
| 1-4 | 77% |
| 2-4 | 73% |
| 1-5 | 77% |
| 1-3 | 76% |

Таблица 6 Точност на характеристиките

Точността е от гледна точка на мнения, които могат да бъдат класифицирани като иронични, саркастични или сатирични. Използваме пет характеристики, които са описани в частта на характеристиките като измерение, и по този начин се създават пет тримерни пространства.

Разстоянието, което се използва, е нормализирано манхатъново разстояние, като се използват класификаторите, реализирани във Weka.

Резултатите са представени в Таблицата по-долу.

|  |  |
| --- | --- |
| Класификатор | Точност |
| Naive Bayes | 79% |
| K-NN | 78% |
| Support Vector Machine | 81% |

Таблица 7 Точност на класификаторите

Освен тези характеристики, които са проверени върху всички думи и двойки от думи, за да се определи каква е точността на всяка, избираме думите и двойките думи и проверяваме каква е тяхната точност върху двойно значение, като са включени всички думи и двойки от думи, които са били използвани в тестовото множество от мнения.

За целите на това изследване няма да се прави разлика между ирония, сарказъм и сатира. Проверена е предсказващата точност върху двойно значение и резултатите могат да се видят в долната таблица, като е измервана точността върху два класа мнения - двойно значение и пряк смисъл (не двойно значение). Също така проверяваме предсказващата точност върху всичките думи, които могат да бъдат открити най-малко пет пъти в мненията, като това се прави, за да има достатъчен брой повторения на всяка дума/фраза, за да има смислена статистика.

|  |  |
| --- | --- |
| Дума или двойка думи | Точност |
| She/He/It | 52% |
| He/she/it has | 57% |
| It is | 64% |
| Finest | 66% |
| Wish | 60% |
| Smart | 77% |
| Congratulations | 80% |

Таблица 8 Точност на думите и на комбинациите от думи

Резултатите от таблицата показват, че използването само на термини не е добър начин за постигане на висока точност при предсказване на двойно значение.

Въпреки това думи като "поздравления" и "интелигентни" имат много добра предсказваща точност за двойно значение.

Тези резултати могат допълнително да бъдат използвани за оценяване на теглови характеристики. Проведените експерименти показват, че се постига подобряване на съществуващи резултати, изследвани върху текстове от социалните мрежи.

Резултатите дават убедителни доказателства, че няма разлика в предсказващата точност, когато проверяваме върху всяко едно от трите вида двойни значения.

# Алгоритми за определяне на невярна информация и преувеличение в текст

## Алгоритъм за проверяване верността на мнения

Използваме шест евристични правила да засечем дали мнението наистина е вярно, или не. Всяко от мненията може да изпълнява повече от едно правило. С използването на правилата искаме да проверим дали специфични предположения относно структурата и съдържанието на мнението могат да определят дали е вярно, или не.

Таблицата по-долу показва подробно обяснение на тези правила. Специфичното в предметната област е, че има повече неверни твърдения от обикновено, заради това че мненията съдържат хештага #rumour, който предполага наличието на неверни твърдения.

|  |  |  |
| --- | --- | --- |
| **Описание на правилото** | **Шаблон** | **Вярно?** |
| 1. Има дължина повече от 80 символа | Дължина на мнението <80 | да |
| 2. Съдържа удивителен, въпросителен знак или ... | [!] or [?] or […] | не |
| 3. Съдържа I, He, She, It | I or He or She or It  | не |
| 4.Съобщения в отрицателен тон | tone < 0 | не |
| 5. Съдържа положителна дума и отрицателна емоция | (+дума) и (-емоция) | да |
| 6. Съдържа URL | [URL] | да |

Таблица 9 Описание на правилата

Експерименталната част би могла да бъде описана по следния формален начин:

1. *За всяко мнение от социалните мрежи правете следното:*
	1. *За всяко правило, описано чрез шаблона от таблицата по-горе*
		1. *Проверете дали мнението отговаря на правилото*
		2. *Ако мнението отговаря на правилото, увеличете брояча на текущото правило*
		3. *Добавете мнението към списъка с мнения на текущото правило*
2. *За всеки списък от мнения за всяко правило правете:*
	1. *Ако правилото е класифицирано правилно, увеличете брояча за правилно класифицирани мнения на правилото.*
	2. *За всяко правило изчислете успеха на правилото като:*
3. *коректно класифицираните мнения, които изпълняват правилото, разделено на всичките мнения, които изпълняват правилото.*

##  Експерименти за проверка на предсказващата точност

Проверяваме предсказващата точност срещу 1000 мнения от социалните мрежи Tуитър и Фейсбук, които съдържат хештага #rumor, като мненията са избрани по следния начин:

80% от мненията са от Туитър и 20% от Фейсбук. Всичките мнения са на английски. Ако едно мнение изпълнява повече от едно правило, то ще бъде броено към всяко от правилата, които спазва. Филтрираме изречения, които не са на английски. Примери за мнения, които съдържат горния хештаг са:

Andre Gomes to Liverpool!! [#Rumours](https://www.facebook.com/hashtag/rumours) [#LFChttps://www.facebook.com/hashtag/lfc](https://www.facebook.com/hashtag/lfc)

Arsenal are set to complete the signing of Julian Draxler this week. [Mail] [#rumorhttps://www.facebook.com/hashtag/rumor](https://www.facebook.com/hashtag/rumor)

|  |  |
| --- | --- |
| **Описание на правилото** | **Предсказваща точност** |
| 1. Дължина поне 80 символа | 52% |
| 2. Съдържа въпросителен, удивителен или многоточие. | 68% |
| 3. Съдържа I, he, she, it | 54% |
| 4. Съобщения в отрицателен тон | 56% |
| 5. Съдържа положителна дума и отрицателна емоция. | 84% |
| 6. Съдържа хиперлинк | 79% |

Таблица 10 Предсказваща точност на правилата за разпознаване на вярност на мнения

Резултатите от таблицата по-горе показват защо определянето на вярност на твърдение в текст е трудна задача, ако не се знаят някои много специфични детайли относно потребителя и контекста, е на практика невъзможно да се определи какво всъщност има предвид авторът на мнението.

## Алгоритъм за разпознаване на хипербола и литота (пресилване и подценяване)

Използваме три евристични правила, за да открием дали мнението е наистина пресилено, или не. Искаме да проверим дали конкретни предположения за мнението могат да бъдат успешни при определяне дали това мнение е преувеличено, или не.

Таблицата по-долу показва подробно обяснение на тези правила. Специфично за темата е, че има повече мнения, които са наистина пресилени, отколкото обикновено, и се дължи на естеството на становищата (съдържащи таг #hyperbola или #litotis, при които предполагаме авторът използва преувеличение във всеки случай). Експерименти са проведени срещу 100 мнения, понеже е много трудно да се извлекат мнения от социалните мрежи, тъй като хеш тагът #hyperbola обикновено се използва за математическия термин.

Формално описание на правилата следва в таблицата по-долу:

|  |  |
| --- | --- |
| **Описание на правилото** | **Шаблон** |
| 1.Съдържа положително правило и отрицателна емоция | POSITIVE [WORD] and NEGATIVE [EMOTION] |
| 2 Съдържа три последователни прилагателни | ПРИЛАГАТЕЛНО и ПРИЛАГАТЕЛНО и ПРИЛАГАТЕЛНО |
| 3. Съдържа число по-голямо от 1000 | Число > 1000.  |

Таблица 11 Описание на правилата, класифицирани като подценяване или надценяване в текст

# Класификация на мнения и анализ на слухове от текстове на български език. Алгоритъм за подобрение на списъка от думи и изрази, носещи определено отношение.

## Подход, базиран на правила, за автоматично засичане на слухове

Въпреки че алгоритмите за автоматично засичане на слухове са изследвани в областта на психологията, задачата да се проверява информацията в социалните мрежи получава значително внимание през последните години.

Задачата е много подобна на традиционния анализ на настроения и чувства в текст. Според (Hassan et al, 2010.) използването на контролиран Марков модел, части на речта, както и зависимостта между модели, за да идентифицират нагласата на полярността в теми, публикувани в Usenet дискусионни мнения, което води до добра точност.

Други определят резултати за настроения в новини, истории и публикации в блогове на основата на алгоритмично генерирани лексикони на положителните и отрицателните думи (Godbole et al, 2007) , (Цонков и Койчев, 2013).

Извличането на данни от социалните мрежи се превръща в тенденция в анализа на настроения, тъй като публичното API осигурява голям брой мнения, които постоянно се подновяват. (Bifet и Франк, 2010) . (Pak and Paroubek 2010) показват експериментално, че въпреки честата поява на нередовни модели на речта в туитове, Twitter може да се използва като полезен корпус за анализ на настроения. Разнообразието на Twitter потребители прави този корпус особено ценен. (Rakiewicz et al 2007) също използват Twitter за проследяване на подвеждащи политически мемове.

Заедно с многото предимства при използването на Twitter за анализ на мнения и чувства от текст, има и уникално предизвикателство, тъй като постовете са по-малко от 140 символа. Това означава, че те често могат да съдържат необичайна граматика и неконвенционални думи и символи.

(Цонков и Койчев 2013) също използват правила за откриване ирония в текстове от социалните мрежи. Те демонстрират, че евристичните правила могат да показват добри резултати при определянето на ирония в текстовете и вдъхновяват настоящата глава от дисертацията.

 Използваме шест евристични правила, за да открием дали мнението е наистина достоверно, или не. Правилата определят дали мнението не е, или е достоверно.

 Искаме да проверим дали конкретни предположения за мнение могат да бъдат успешни при определяне дали то е достоверно, или не.

Таблицата по-долу показва подробно обяснение на тези правила. А специфичното за темата е, че има повече ненадеждни мнения, отколкото обикновено, което се дължи на естеството на становищата (съдържащи таг #rumour). Формално описание следва по-долу.

|  |  |  |
| --- | --- | --- |
| **Описание на правилото** | **Шаблон** | **Истина или лъжа** |
| 1. Дължина повече от 80 символа  | дължина (мнение) < 80 | Истина |
| 2. Съдържа удивителен въпросителен или многоточие | [!] или [?] или […] | Лъжа |
| 3. Съдържа лично местоимение | аз ИЛИ тя ИЛИ той ИЛИ то | Лъжа |
| 4. Мнения в отрицателен тон (които съдържат поне една дума с отрицателно значение) | (-word) от списък | Истина |
| 5. Съдържа положителна дума и отрицателна емоция | (+word) И (-emotion) от списък  | Лъжа |
| 6. Съдържа URL | [URL] | Истина |

Таблица 13 Описание на правилата за засичане на слухове

## Експерименти за проверка на предсказващата точност

 След извличането на характеристики трите алгоритъма се изпълняват върху тренировъчно множество. Класификационната точност на алгоритмите се сравнява на основата на тестово множество от реални български ревюта. Може да се види в таблицата по-долу, че BACKPROPAGATION се представя по-добре от другите класификатори, постигайки 42.11% класификационна точност (т.е. пропорцията от коректно класифицирани примери в тестовото множество). Наивният Бейсов класификатор се оказва с най-слаба класификация - 36.84%, докато kNN постига 39.47%.

Класификационната точност е на основата на оценката на ревютата, която е от 2 до 6, т.е. очакването за всеки от класовете е 20%, а класификаторите я подобряват почти двойно.

|  |  |
| --- | --- |
| **Алгоритъм** | **Точност** |
| **kNN** | 39.47% |
| Naive Bayes | 36.84% |
| BACKPROPAGATION | 42.11% |

Таблица 14 Сравнение на алгоритмите за класификация

|  |  |
| --- | --- |
| **Правило** | **Точност** |
| 1.  | 52% |
| 2. | 68% |
| 3. | 54% |
| 4. | 56% |
| 5. | 84% |
| 6. | 79% |

Таблица 15 Получени резултати при подхода с правила

## Алгоритъм за подобряване на лексикона от думи

*Списък позитивни думи = {Предварително зададен списък от думи, които носят универсално положително значение}*

*Докато списъкът от думи не се променя, повтаряй:*

*Извлечи произволни 1000 положителни кратки изречения от социалните мрежи (примерно от определена област или по ключова дума). Класификацията се извършва от учител.*

*Намери най-често срещаните N думи в изреченията, класифицирани като позитивни, които не се съдържат в даден списък от стоп думи.*

*Обнови списъка с думи, като добавиш тези, които се срещат по-често от досегашните на основата на отношение - срещане/брой думи в изреченията.*

*Алгоритъмът трябва да бъде направен и за отрицателни думи по същия начин. Той е изцяло еквивалентен на гореописания. Следва илюстрация на алгоритъма и за думите с отрицателно отношение:*

*1. Добави най-често срещаните думи с положително отношение.*

*2. Добави най-често срещаните думи с отрицателно отношение.*

*3. Класифицирай отново с помощта на някой класификатор, ползващ списък от думи с положително и отрицателно значение, и сравни резултатите с вече получените.*

Фигура 1 Алгоритъм за подобряване на лексикона от думи

Предметната област на тестовете може да бъде зададена предварително. Алгоритъмът разчита на потребителя да бъде обучен от предварително зададена тема.

## Експерименти за проверка на предсказващата точност на алгоритъма за подобряване на лексикона от думи

Гореописаният алгоритъм е проверен експериментално в следните предметни области - футбол и политика. След изпълняването на алгоритъма и подобряване на списъка от думи, в областта на футбола се подобрява класификацията с наивен бейсов класификатор със средно 3,5%, а в областта на политиката с около 5%. Посочената разлика се дължи на това, че в политиката повече думи носят отрицателно значение.

Използвани са социалните мрежи Facebook, Тwitter, Google+, Digg, Bing Search, като се извличат най-актуалните мнения при всяка проверка. Почти всички от социалните мрежи предлагат възможност за извличане на публични мнения от тях, като лесно могат да се добавят социални мрежи, тъй като в повечето случаи извличаният формат е един и същ - JSON.

При всеки тест извличаме произволни 1000 мнения от социалните мрежи. Разпределението по социални мрежи е следното:

Приблизително 600 (т.е. 60%) от мненията са от Twitter. Приблизително 300 (т.е. 30%) са от Фейсбук. Останалите 10% са от другите мрежи, в зависимост от най-новите резултати. Всички мнения са сортирани по дата (т.е. най-нови) и са публични, т.е. имаме права да ги използваме. Използваме най-често Twitter и Facebook, тъй като има най-много мнения, публикувани там.

След анализ на футболни мнения откриваме, че най-често срещаните думи, които са специфични за областта и не са стоп думи: ball, cup, player, Match, Win, Lose, Play, Team, Goalkeeper, Striker, Goal, Kick, Pass, Tackle, Cross, Dribble, Shoot, Strike, Score, Foul, Defend, Attack, Referee, Penalty, Red.

От изброените по-горе думи положително значение в контекста на областта носят: cup, goal, strike, score, team, shoot.

Думите goalkeeper, lose, referee, red, penalty носят отрицателно значение.

След добавянето им в списък с думи с общо положително значение, при класификацията с помощта на софтуерният инструмент SentiStrength се постига подобрение от 4% в получените резултати - от 71% на 75% и от 66% на 71%.

В областта на политиката голяма част от мненията се класифицират като отрицателни (около 40%), като средното за другите области е около 10-15%. С добавянето на специфични термини се увеличава точността на предсказване с около 8% - например най-често срещаните думи и биграми са: politician, tax, elections, president, minister, new president, tax cut.

# Изграждане на система за извличане на потребителски текстове и автоматично извличане на текст от социалните мрежи

## Изисквания

### Дизайн на приложението

Съществена част от работата по дисертацията е изграждането на практическо приложение, което да илюстрира идеите, разработени в публикациите. Идеята за разработка на подобен софтуерен продукт възниква още в самото начало на работата по дисертацията и практическата реализация е много полезна за разбиране на материята и опознаването на материала и какво търсят потребителите.

Голяма част от мненията, публикувани в Интернет, са в социалните мрежи. Затова е изключително важно да могат да бъдат обработвани в реално време, тъй като информацията и мненията се променят бързо.

Скоростта на изпълнение е от критично значение и поради тази причина се налага имплементация на сървър, който да приема паралелна обработка на информацията. Друга възможност е да се извличат мнения от различни уеб сайтове с уеб кроулер, но в социалните мрежи се публикуват достатъчен брой мнения за анализ на чувството в текст за целите на дисертацията.

Основният замисъл на приложението е да се анализира чувството в текста. По-долу е описан детайлно използваният алгоритъм, но той трябва да предоставя точна оценка на мнението в зависимост от езика. Разработените алгоритми са за английски език, но могат лесно да бъдат променени да ползват друг език, без загуба на точност.

Важна подробност за правилен анализ е местоположението на потребителя, тъй като, в зависимост от него, дори един и същи език може да има различно значение и смисъл (пример: британски и американски английски).

###   Изисквания към архитектурата

Архитектурата на приложението включва сървър, който обработва заявки от уеб клиент. Заявките се въвеждат от потребителя и клиентът ги праща до сървъра, който търси мнения в социалните мрежи, оценява чувството в текста и праща резултатите на клиента. Клиентът се грижи за показването на резултатите от сървъра и ги предоставя на потребителя в удобен за него вид. Всяка социална мрежа трябва да може да се обработва отделно, затова използването на отделна нишка за всяка социална мрежа за паралелно извличане и обработване е добро разрешение на проблема и предлага решение как да се обработват мнения в реално време.

## Реализация

Приложението е реализирано на програмния език Java. Използват се Servlet/JSP технологията и MySQL за бази от данни.

За всеки клиент се създава нова нишка, която обработва мненията и ги запазва в основата. Всеки потребител може да си създаде профил, където да запазва мнения и история.

Получените данни са на разположение за допълнително и бързо търсене в свободен текст, като резултатът трябва да е независим от encodingа на страницата и езика, който се използва. Данните са съхранявани в структуриран вид като автор, информация за автора, дата и час, текст на мнението, оценка на настроението, език, социална мрежа, дължина, и т.н.

# Заключение

## Обобщение

В дисертацията е разгледана задачата за извличане на мнения от текст от социалните мрежи. Описани са проблемите в предметната област, техническите предизвикателства и е аргументирано защо е избрана насоката на разработките.

Представен е алгоритъм за подобряване на списъка от положителни и отрицателни думи в българския език и експериментално се доказва подобрението на предсказващата точност.

Предложени са алгоритми за автоматична класификация на мнения от текстове на български език и са анализирани слухове в твърдения.

Основна част от дисертацията са алгоритми за автоматично определяне на двойно значение в текстове от социалните мрежи. Като двойно значение определяме множеството от ирония, сарказъм или сатира. Освен правила, са използвани характеристики и е изградено пространство на характеристиките, чрез което върху тестово множество е предсказана точността на алгоритмите. Проверена е и предсказващата точност на три класификатора за предсказване на ирония.

Разгледани са и алгоритми за предсказване на лъжа, невярна информация, преувеличение и подценяване в текстове. Показано е, че на основата на определени предварителни знания относно събеседника е възможно да се постигне добра предвиждаща точност.

Описана е изградената система за оценяване на мнения относно дадена тема, която съдържа потребителски интерфейс за лесно и бързо използване на системата, и чрез нея експериментално се потвърждава предсказващата точност на използваните алгоритми.

Изпълнена е целта на дисертацията, а тя е разглеждането на двойно и обратно значение в текстове (ирония, сарказъм, сатира, хипербола, литота, лъжи и невярна информация).

##  Приноси

Основен принос на дисертацията е разглеждането на почти неизследвани дялове на извличането на мнение от текст - засичане на ирония, сарказъм и сатира в текст, за засичане на невярна информация и преувеличаване в текст (хипербола и литота). Приложените алгоритми са изследвани върху текстове от социалните мрежи на английски и български език и е представена тяхна паралелна версия, която може да работи с големи количества от данни. Изгражда се система за автоматично извличане на мнения от основните социални мрежи (Twitter, Facebook, Google +, LinkedIn, Yahoo), в която по ключова дума се извличат мнения и се оценявa автоматично мнението на потребителите относно думата (например продукт, личност или марка).

### Научни приноси

1. Разработени са правила за откриване в текстове от социалните мрежи на:
	1. ирония,
	2. сарказъм,
	3. сатира,
	4. хипербола,
	5. литота
	6. слухове
2. Изграждат се характеристики за откриване на двойно значение.
3. Разработване на алгоритъм за подобряване на списъка от положителни и отрицателни термини за извличането на мнения от текст.

### Научно-приложни приноси

1. Експериментална проверка на точността на предсказване на различни класификатори за определяне на двойно значение на мненията от социалните мрежи.
2. Разработване и експериментална проверка на точността на предсказване на алгоритъм за засичане на слухове от социалните мрежи.
3. Експериментална проверка на предсказващата точност на предложените характеристики (описани в горната част).
4. Създаване на следните корпуси за определяне на двойно значение:
	1. ирония,
	2. сарказъм,
	3. сатира,
	4. хипербола и литота

### Приложни приноси

1. Изгражда се система за извличане на мнения от социалните мрежи, която и оценява мненията от текстовете.
2. Създава се система, която предлага оценки на мненията от -5 до +5, където -5 е максимално негативно чувство в текста, а +5 е максимално положително.
3. Създадени за шаблони за правилата за засичане на двойно значение в текстове, които лесно могат да бъдат променяни и използвани.
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